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Abstract

Multi-agent path finding (MAPF) is the challenging problem
of finding conflict-free paths with minimal costs for multiple
agents. While traditional MAPF solvers are centralized using
heuristic search, reinforcement learning (RL) is becoming in-
creasingly popular due to its potential to learn decentralized
and generalizing policies. RL-based MAPF must cope with
spatial coordination, which is often addressed by combining
independent training with ad hoc measures like replanning
and communication. Such ad hoc measures often complicate
the approach and require knowledge beyond the actual ac-
cessible information in RL, such as the full map occupation
or broadcast communication channels, which limits general-
izability, effectiveness, and sample efficiency. In this paper,
we propose Partitioned Attention-based Reverse Curricula
for Enhanced Learning (PARCEL), considering a bounding
region for each agent. PARCEL trains all agents with overlap-
ping regions jointly via self-attention to avoid potential con-
flicts. By employing a reverse curriculum, where the bound-
ing regions grow as the policies improve, all agents will even-
tually merge into a single coordinated group. We evaluate
PARCEL in two simple coordination tasks and four MAPF
benchmark maps. Compared with state-of-the-art RL-based
MAPF methods, PARCEL demonstrates better effectiveness
and sample efficiency without ad hoc measures.

Code — github.com/thomyphan/spatial-curricula-mapf

1 Introduction

A wide range of real-world applications like goods trans-
portation in warehouses, smart manufacturing, and traffic
management can be formulated as Multi-Agent Path Find-
ing (MAPF) problem, where the goal is to find conflict-free
paths for multiple agents with minimal costs (Li et al. 2021b;
Zhang et al. 2023). Finding optimal solutions w.r.t. flowtime
or makespan is NP-hard (Stern et al. 2019; Ratner and War-
muth 1986). Despite the problem complexity, there exists
a variety of MAPF solvers that find optimal (Sharon et al.
2012), bounded suboptimal (Cohen and Koenig 2016), or
quick feasible solutions (Li et al. 2021a; Okumura 2023).
Most traditional MAPF solvers are centralized and require
global information, broadcast communication, and human
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Figure 1: (a) Example of three agents with assigned goals
(hollow squares). While agents 1 and 2 should be trained
jointly to coordinate on passing the black wall, agent 3 can
be trained independently to reach its goal. (b) Common
multi-agent RL paradigms, with strengths and weaknesses,
and PARCEL as a partially independent RL alternative.

knowledge, thus being expensive and not generalizable to
diverse and uncertain scenarios (Sartoretti et al. 2019).
Reinforcement learning (RL) is becoming increasingly
popular due to its potential to learn decentralized and gener-
alizing policies with limited prior knowledge. These policies
must be capable of spatial coordination, where agents syn-
chronize their joint movements, especially in shared regions
like corridors, bottleneck locations, etc., as illustrated in Fig.
la. Due to the combinatorial nature of the joint movements,
many RL-based MAPF methods use independent training of
agents with ad hoc measures like replanning and communi-
cation for reactive coordination (Skrynnik et al. 2024; Wang
et al. 2023). Such ad hoc measures often complicate the ap-
proach and require knowledge beyond the actual accessible
information in RL, such as the full map occupation or broad-
cast communication channels, which limits generalizability,
effectiveness, and sample efficiency (Phan et al. 2025a).
Centralized training for decentralized execution (CTDE),
on the other hand, offers a more general and principled ap-
proach to learn coordinated policies by incorporating global
information only during training, e.g., in a laboratory or sim-
ulation environment, using value factorization or centralized
critics (Foerster et al. 2018; Rashid et al. 2020; Yu et al.
2022). While CTDE has demonstrated impressive results in
video game scenarios, it does not scale well in highly con-
strained tasks, such as MAPF, though (Phan et al. 2024a).



To address the tension between centralized and indepen-
dent training for RL-based MAPF, as shown in Fig. 1b, we
propose Partitioned Attention-based Reverse Curricula for
Enhanced Learning (PARCEL) to provide a middle ground.
PARCEL considers bounding regions for all agents and only
trains them jointly via self-attention if their regions overlap
to avoid potential conflicts. By employing a reverse curricu-
lum, where the bounding regions grow as the policies im-
prove, all agents will eventually merge into a single coordi-
nated group. Our contributions are as follows:

* We propose spatial grouping of agents via bounding re-
gions defined by a reverse curriculum method.

* We formulate PARCEL for coordinated and partially in-
dependent curriculum learning by considering the spatial
groups via self-attention and actor-critic learning.

* We evaluate PARCEL in two simple coordination tasks
and four MAPF benchmark maps. Our results are com-
pared with state-of-the-art RL-based MAPF methods,
demonstrating better effectiveness and sample efficiency
without additional ad hoc measures.

Our paper focuses on the machine learning aspect and
therefore excludes heuristic search additions to assess the
general learning (in-)capabilities of common RL-based
MAPF methods regarding spatial coordination in a fair way.

2 Background
2.1 Multi-Agent Path Finding (MAPF)

We regard maps as undirected and unweighted graphs G =
(V, &), where vertex set )V contains all possible locations
and edge set £ contains all possible transitions between ad-
jacent locations. An instance I consists of a map G and
a set of agents D = {1,..., N} with each agent i € D
having a start location py..; € V, and a goal location
Deoal,i € V. At every time step ¢, each agent i € D can
move along the edges in £ or wait at its current location
pi ¢ (Stern et al. 2019). MAPF aims to find a collision-free
plan for all agents. A plan P = {¢1,...,¢n} consists of
individual paths ¢; = (pi0, ..., Di,i(¢,)) Per agent i, where
{pi,tapi,t-i-l} € &, Di0 = Dstart,is Pii(¢;) = Pgoalyis and
I(¢;) is the length or travel time of path ¢;. The (shortest
path) distance between two vertices p, p’ € V is denoted by
d(p,p') = d(p’,p) = 0.

We consider vertex conflicts (i, j,p,t) that occur when
two agents i, € D occupy the same location p € V at
time step ¢ and edge conflicts (i, j,p,p’, t) that occur when
two agents 4, j € D traverse the same edge {p,p’} € £ in
opposite directions at time step ¢ (Stern et al. 2019). A plan
P is a solution, i.e., feasible, when it does not have any ver-
tex/edge conflicts. We want to find a solution by minimizing
the flowtime 3, p l(¢) or the makespan maxse pl(¢).

2.2 Multi-Agent RL (MARL)

For RL-based MAPF, we formulate the MAPF problem
as a stochastic game SG = (D,S, A, T,R,0,), where
D = {1,..,N} is the set of agents, S is a set of states
St = Dy s De.N ) A= A1 X ... x Ay is the set of joint ac-
tions a; = (a1, ..., ar,n) With | A;| = max,ey{degree(p)+

1}, T (sp41]se, ar) is the transition probability, R (s, a;) =
(reg, . reny € RN is the joint reward with 7 ; being
the reward of agent i € D, O is a set of local obser-
vations o;; for each agent 4, and Q(s¢11) = 0441 =
(01411, -, 0041,n) € ON is the subsequent joint observa-
tion (Emery-Montemerlo et al. 2004). Each location in s; is
unique such that p; ; # p; ; for each agent pair ¢, j € D with
i # j. The state transitions are deterministic, where a valid
move action will change the location p; ; of each agent ¢ to
Pry1i With {pe i, per1.:} € €. Any attempt to move over a
non-existent edge or cause a collision, i.e., a vertex or edge
conflict, is treated as a wait action. The individual reward r; ;
is +1 if agent ¢ reaches pgoq,4, zero if it stays at its goal loca-
tion Pgoar, i, and —1 otherwise (Phan et al. 2024a). Each agent
¢ can observe the state s; through o, ;, i.e., a local neighbor-
hood around its location p; ;, modeling limited sensors for
decentralized decisions (Oliechoek and Amato 2016).

Each agent ¢ maintains an action-observation history
Tti = (00,00, Gt—14,0t4). The joint policy is de-
noted as m# = (my,...,mn) with local policies m;, where
m;(ari|T,;) is the action selection probability of agent 4.
Each local policy 7; can be evaluated with a value function
Q;T(St, at) = ]Eﬂ— [Zg;é Tt+a,i|st7 at] for all St and Qg with
horizon T' > 0. An optimal joint policy 7* is defined by:

7 =(n], TN = argmaxﬂEm[[Z Q7 (s0,a0)] (1)
i€D
which minimizes the expected flowtime for any instance I.
To learn optimal policies 7 in large state spaces, approx-
imators 7; g parameterized with 6, are trained with gradient
ascent on an estimate of J = Ex ;[Q7 (so, ao)]. Policy gra-
dient methods use gradients defined by (Sutton et al. 2000):

g = AT (s4,a1)Vologhi g(az.i|ht.i) 2)

where AT (sy,a;) = QF (s¢,a;) — bi(sy) is the advantage
of agent ¢ and b;(s;) is its state-dependent baseline. Actor-
critic approaches like A2C or Proximal Policy Optimization
(PPO) (Schulman et al. 2017), where 7; ¢ serves as the ac-
tor, often approximate A; ~ AT by replacing QF (s, a;)
with ZZ;& Titra,i and b; with Ez. ([QF]. QF can be ap-
proximated with a critic QAM) , and parameters w using value-
based RL (Watkins and Dayan 1992; Mnih et al. 2015). We
omit the parameters 6, w and write 7;, Ql in the following.

Naive independent RL suffers from non-stationarity,
which can lead to ineffective and uncoordinated policies
(Laurent et al. 2011). To mitigate this issue, modern MARL
uses CTDE, where training takes place in a laboratory or a
simulator with access to global information to learn coor-
dinated policies that can be executed independently under
partial observability afterward (Foerster et al. 2018; Rashid
et al. 2020). However, CTDE scales poorly in MAPF tasks
(Fig. 1b) (Phan et al. 2024a; Skrynnik et al. 2024).

3 Related Work
3.1 Grouping in MARL

Agent grouping has been explored in modern MARL, where
a centralized meta-policy is commonly used for the group
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Figure 2: Curriculum scheme of CACTUS. The agents (col-
ored circles) are trained and evaluated w.r.t. an allocation
radius Ry, defining the shaded bounding regions G; C V
around the agents. When the average completion rate y ex-
ceeds a curriculum threshold U with a certain confidence
such that u — no > U, then R, is incremented by 1. The
numbers in the blue cells p € Gy, denote the shortest path

distance d(p, Psiarr,piue) to the blue agent.

assignment (Li, Wang, and Xu 2025; Zang et al. 2023). In-
stead of training the groups separately, they are merely used
for more tractable processing via CTDE, e.g., value factor-
ization using VAST or REFIL (Igbal and Sha 2019; Igbal
et al. 2021; Phan et al. 2021), to mitigate non-stationarity.

3.2 Machine Learning-Guided MAPF

Machine learning has been used in traditional centralized
MAPF solvers to guide heuristic search (Alkazzi and Oku-
mura 2024; Huang, Dilkina, and Koenig 2021; Huang et al.
2022; Kaduri, Boyarski, and Stern 2020; Phan et al. 2024b,
2025b). We focus on policy learning for decentralized
MAPF without using any centralized MAPF solver.

3.3 Reinforcement Learning-Based MAPF

RL-based MAPF has become popular due to its potential
to learn decentralized and generalizing policies with limited
prior knowledge (Alkazzi and Okumura 2024; Sutton 2019).
Due to the combinatorial nature of the joint movements,
many RL-based MAPF methods use independent training of
agents — despite its non-stationarity issues and lacking guar-
antees regarding spatial coordination (Laurent et al. 2011).
To accommodate these limitations, ad hoc measures like re-
planning and communication are used for reactive coordi-
nation, e.g., CostTracer and SCRIMP (Skrynnik et al. 2024;
Wang et al. 2023). Further additions are imitation learning,
reward shaping, and overfitting to conventions, e.g., PRI-
MAL (Damani et al. 2021; Sartoretti et al. 2019). Such ad
hoc measures often complicate the approach and require
knowledge beyond the accessible information in stochastic
games, i.e., 0, ;, limiting generalizability, effectiveness, and
sample efficiency (Phan, Phan, and Koenig 2025).

3.4 Reverse Curricula for MAPF

Curriculum learning aims to master complex tasks through
stepwise solving of easier (sub-)tasks (Bengio et al. 2009;
Florensa et al. 2017). CACTUS is a reverse curriculum ap-
proach, which randomly places goals pgoar; in a bounding
region G; around the corresponding start locations Py,
within an allocation radius R, > 1 for training (Phan

et al. 2024a) (Fig. 2). A curriculum threshold U € (0,1)
and deviation factor n > 0 are used to increment R, if
the average completion rate ;o and standard deviation o sat-
isfy yp — no > U. This corresponds to a significance test if
the expected completion rate is at least U. Unlike other RL-
based MAPF methods, CACTUS uses CTDE methods like
value factorization (Rashid et al. 2020) and achieves supe-
rior effectiveness with less than 5% of the data and compute
of prior methods with ad hoc measures (Fig. 1b).

4 Spatially Grouped Curriculum Learning

We now introduce Partitioned Attention-based Reverse Cur-
ricula for Enhanced Learning (PARCEL) for grouped cur-
riculum learning in MAPF (Fig. 3). PARCEL builds on the
bounding regions of CACTUS (Fig. 2), but we note that any
(future) spatial curriculum approach could be used as well.
Algorithm 1 summarizes PARCEL, where U is the curricu-
lum threshold and 7 is the deviation factor of CACTUS. W
is the epoch count, and Y is the episode count per epoch.

4.1 Grouping via Episodic Preprocessing

Given a curriculum stage defined by the allocation radius
Ruioe > 1, we define the bounding region of an agent ¢ € D
as G; = {p € V|d(p, Dstarri) < Raiioc }» from which we sam-
ple a goal location pg,,,; that is reachable within R, steps,
even in the presence of other agents (Phan et al. 2024a)’.
We can safely assume that two agents ¢,5 € D can
reach their respective goals within R,y,. steps indepen-
dently, without explicit coordination, if their bounding re-
gions do not overlap, i.e., G; N G; = () (Wagner and Choset
2011). However, when G; N G; # (), we assume a potential
risk of conflicts. Thus, if an agent ¢ has an overlapping re-
gion with any agent j of spatial group C,,i.e.,j € C, C D,
then agent 4 also belongs to this spatial group, i.e., i € Cj.
We denote C = {C4,...,Cx} as group assignment and
X > 1as group count. C is defined in a global preprocessing
step at the beginning of each episode to determine which
agents should be trained jointly for spatial coordination.

4.2 Masked Attention-Based Critics
To consider the spatial groups in C via MARL, we use
masked self-attention in the critics Ql for coordinated and
partially independent learning, where all groups can be
trained separately (Fig. 3). We define a grouping mask M €
RN*N with each entry M; ; = ¢ € Riff i, j € D belong to
the same spatial group C, € C, and M, ; = —oo otherwise.
Given three neural networks, i.e., multilayer perceptrons
(MLP) g, k,v, we obtain the individual row vectors W/ =
q(11.), WF = k(11.:), WP = v(7;) € RYZ, respectively,
where z > 0 is the embedding dimension. By arranging
the respective rows as matrices, we obtain W9, W* W? ¢
RN %2 to compute their self-attention (Vaswani et al. 2017):

q kyT
Wa(W*F) +M)Wv

att(W9, Wk W, M) = softmax < 7

3)

"We can ensure this efficiently, e.g., by simulating a joint ran-
dom walk for R steps while avoiding vertex and edge conflicts.
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Figure 3: Overview of PARCEL. The blue dashed arrows indicate interactions between the three phases. (I) At the beginning of
each episode, all agents are grouped according to the overlaps of their bounding regions G; (shaded circles) w.r.t. the curriculum
stage, defined by R, (Fig. 2). A symmetric grouping mask M is defined, where a constant ¢ € R is assigned to each pair
1,7 € D if they belong to the same spatial group 7,57 € C, C D, and —co otherwise. (II) Attention-based critic using the
matrices W9, W* Wv € R¥** and the grouping mask M from (I) to calculate the critic value Q; for each agent i € D,
according to Eq. 3 or Eq. 4. (III) Decentralized policies or actors 7; trained with the critics Ql from (II), according to Eq. 2.

of
ZE h€EE
vector & € RN The mask M ensures that agents of dif-
ferent groups are not considered in each other’s rows as their
mutual softmax would be zero due to lim,_, o, e* = 0.
Eq. 3 can be calculated row-wise for each agent : € C,:

where softmax(¢) = € [0, 1J**¥ for each row

eh

agent_att, (Wi, W* WP M;) = > Py ;W (4)
JEC,

where P;; is the jth entry of softmax((WI(WF)T +
M;)/v/z) wrt. Eq. 3 and M; is the ith row of the group-
ing matrix M. Thus, we only need to train agents 4, j jointly,
when they belong to the same group Cy,i.e., M; ; =c € R.
Since softmax (¢ + ¢) = softmax(¢), where ¢ € {c}'*V, we
can set the constant c to an arbitrary real number, e.g., zero.

In practice, multiple attention heads are used for Eq. 3,
which are summed and processed to critic values QZ af-
terwards (Igbal et al. 2021; Vaswani et al. 2017). Given Y
episodes y of T time steps each, the attention-based critic

Q; of agent ¢ € D is learned by minimizing the loss E?i:

) | YTl T-1 2
SIS 9 o[ CXEREIRS Sy
y=1 t=0 a=0

&)
Alternatively, the critics ); could be processed by a central-
ized factorization operator (Phan et al. 2023; Rashid et al.
2020), whose investigation we defer to future work.

4.3 Learning Decentralized Policies

Through Qi, our goal is to empower the local policies or ac-
tors 7r; with the necessary spatial coordination for indepen-
dent execution after training, without further ad hoc mea-

sures. The critics Q; are only used during training to learn
7r; using actor-critic methods (Section 2.2 and Eq. 2).

We employ the CACTUS curriculum (Fig. 2) for the
bounding regions G; to define spatial groups C, (Section
4.1) and to improve sample efficiency (Phan et al. 2024a).

After training, each local policy 7; can be executed solely
based on its individual history 7; ;, without additional ad hoc
measures like replanning and communication, thus ensuring
compliance with the MAPF stochastic game (Section 2.2).

4.4 Conceptual Discussion

The key idea of PARCEL is to consider bounding regions
to partition MAPF tasks for tractable and partially indepen-
dent learning. In contrast, most prior RL-based MAPF meth-
ods assume unbounded regions, i.e., where goals can be dis-
tributed arbitrarily across the map. Thus, most prior work
cannot leverage such independence structures (Sartoretti
et al. 2019; Skrynnik et al. 2024; Wang et al. 2023) and,
therefore, use ad hoc measures like replanning and com-
munication that complicate the approach and require knowl-
edge beyond the observations o, ; in stochastic games, lim-
iting generalizability, effectiveness, and sample efficiency.
The bounding regions enable modular training, where
each spatial group can be trained separately and in parallel
without non-stationarity issues, specific assumptions about



Algorithm 1: PARCEL for Partitioned Curriculum Learning
procedure PARCEL(U,n, W,Y)

1:

2 Initialize parameters of 7;, (); for each agent i € D.

3 ﬁ<—<ﬁ1,...,ﬁN>

4 Rujoe <1 > Initial curriculum stage, Section 3.4

5 for epoch w < 1, W do

6: for episode y < 1,Y do

7: Generate map G with random start locations

8 Define bounding regions G; via GG and Ryj,¢

9 Generate instance I via bounding regions G;

0: Form spatial groups C,, for all ¢, j € D w.r.t.
Gi,G; €V () Episodic Preprocessing, Section 4.1

11: Run episode with 7 for T time steps at most

12: end for

1 .

13: Define grouping mask M viaC = {C1,...,Cx }

14: Train critic ); for each agent 7 with M (Eq. 4)
> (IT) Masked Attention-Based Ceritic, Sectiqn 4.2

15: Train actor 7; for each agent ¢ with Q; (Eq. 2) >
(IIT) Decentralized Policies, Section 4.3 and Fig. 3

16: Rujjoe < CheckCurriculumStage(7, U, n)

17: end for

18: return (7, ..., Tn)

19: end procedure

the map, extensive human knowledge, or expert data.
PARCEL draws inspiration from interaction-focused
search algorithms like M* (Wagner and Choset 2011) and
CBS (Sharon et al. 2012). Unlike most RL-based MAPF
methods, which merely invoke search algorithms in an ad
hoc manner, PARCEL is purely learning-based, providing
an analogous RL concept without running the actual search.
Using the CACTUS regime (Fig. 2), the bounding regions
grow over the course of training and eventually merge into
the whole training map, resulting in a single spatial group
C, — D. At this stage, all agent policies are sufficiently pro-
ficient at spatial coordination, as ensured by the confidence-
based assessment of CACTUS (Phan et al. 2024a). Intrigu-
ing directions for future work are to tighten these bounding
regions further for better modularity and to consider asym-
metric matrices M w.r.t. unilateral agent dependencies.
Alternatively, we could also equip the local policies 7;
with self-attention, but this would require ad hoc commu-
nication during execution, similar to SCRIMP (Wang et al.
2023), causing additional overhead and limited scalability.

S Experiments

MARL Algorithms We implemented PARCEL based on
the public code of (Phan et al. 2024a). We re-implemented
CACTUS (spatial curriculum), PRIMAL (reward shaping),
SCRIMP (attention-based communication), and CostTracer
(observation shaping) from (Damani et al. 2021; Phan et al.
2024a; Sartoretti et al. 2019; Skrynnik et al. 2024), exclud-
ing heuristic search additions which leverage human knowl-
edge beyond the observations o, ; in stochastic games. This
allows us to assess the general learning (in-)capability of
each approach regarding spatial coordination in a fair way.

Architecture and Hyperparameters For all RL-based
MAPF methods, we use deep neural networks to implement

#; and Q; for each agent ¢. The neural networks are updated
afterevery Y = 10 episodes using ADAM optimization with
a learning rate of 0.001. We always train 7r; with PPO.
Since most evaluation domains are gridworlds, the ob-
servations are encoded as 7 x 7 sub-grids, as suggested in
(Sartoretti et al. 2019). We implement all neural networks as
MLPs and flatten the observations before feeding them into
the MLPs. 7; has two hidden layers of 64 units with ELU
activation. The output of 7; has |.4;| units with softmax ac-

tivation. The critic Ql of PARCEL has two masked attention
heads with an intermediate dimension of z = 64. The atten-
tion outputs of Eq. 3 are summed and processed by a linear
layer with |.A;| output units. The critics of all other base-
lines (except PARCEL ablations) have a similar architecture
as the actor 7;. CACTUS uses QMIX from (Rashid et al.
2020) for value factorization via hypernetworks with two
hidden layers of 128 units with ELU activation and one lin-
ear output unit. The complete architectures have fewer than
600,000 parameters, which is less than 5% of common prior
models (Damani et al. 2021; Sartoretti et al. 2019; Wang
et al. 2023), and should prevent overfitting via overparame-
terization (LeCun, Bengio, and Hinton 2015).

PARCEL and CACTUS use a curriculum threshold of
U = 50% and n = 2, which corresponds to a confidence
level of about 97% in one-tailed tests (Phan et al. 2024a).
Both use the shortest path distance to measure R ..

Training Setup Despite the availability of pretrained
models, we run each learning algorithm from scratch be-
cause (1) prior models have been trained under different
circumstances (maps, number of agents, model sizes, etc.),
which makes a fair comparison difficult, and (2) to assess
their sample efficiency, i.e., the learning progress over the
total number of episodes, which has been widely ignored.
For each experiment, all algorithms are run 20 times to re-
port the average performance, e.g., the completion rate of
each agent reaching its goal, as well as the 95% confidence
interval.

5.1 Experiment — Simple Coordination

Setting We first study two simple 2-agent tasks, namely
Stag Hunt as a matrix coordination game and a small
MAPF task in a 3 x 3 grid world, as illustrated in Fig. 4. Fo-
cusing on such simple tasks, allows us to assess the potential
of each algorithm to actually learn coordinated behavior and
to transfer to non-MAPF tasks, such as Stag Hunt, where
both agents are rewarded with +2 if they jointly hunt the
stag (S), +1 if they both hunt hares (H). Hunting different
animals results in —&-% for the hare-hunting agent, and 0 for
the stag-hunting agent (Fig. 4, top-left payoff matrix). Since
Stag Hunt has no spatial features, we only compare the
relevant architectures and consider the previous joint action
a;—1 as the current observation o, ;. We train each algorithm
for W = 100 epochs & Y = 10 episodes with 7" = 50.

Results The results are given in Fig. 4. In Stag Hunt
(top row), our attention-based critic for PARCEL achieves
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Figure 4: Top: Progress of different learning architectures in
the one-shot Stag Hunt game. Bottom: Progress of PAR-
CEL and other RL-based methods in a small MAPF task.

the highest stag rate over the attention-based actor used in
SCRIMP and the centralized critic used in CACTUS. Plain
actor-critic/PPO learning (Eq. 2) without any coordination
technique, e.g., PRIMAL or CostTracer, performs worst.

In the MAPF tasks (bottom row), most algorithms man-
age to learn coordinated goal-reaching policies, except for
PRIMAL, which only completes 50% agents on average.

Discussion These simple tasks demonstrate the basic ca-
pability of each algorithm to learn coordinated behav-
ior in non-spatial (e.g., Stag Hunt) and spatial (e.g.,
MAPF) tasks, without considering scalability yet. PARCEL,
SCRIMP, and CACTUS are most promising in both scenar-
ios, indicating general algorithmic advantages compared to
CostTracer and PRIMAL, which depend on specific spatial
aids, e.g., observation shaping and expert data, respectively.
Although each baseline could be specifically engineered
toward outperforming PARCEL, e.g., via larger neural net-
works, expert data, or ad hoc replanning, we regard such
specializations as unreasonable for these simple tasks.

5.2 Experiment — Sample Efficiency (Training)

Setting Next, we evaluate how these algorithms scale
to larger maps with N € {16,64} agents. We consider
two maps from the MAPF benchmark set of (Stern et al.
2019), namely a Random map (Random-64-64-10) and a
Warehouse map. For training, we crop random 64 x 64
sub-grids of Random and Warehouse, which are rotated
and mirrored randomly. We train each algorithm for W =
2000 epochs a Y = 10 episodes with horizon T' = 256.

Results The training progress is shown in Fig. 5. In all set-
tings, PARCEL is the most sample-efficient approach, pro-
gressing significantly faster than any other algorithm dur-
ing training. CACTUS progresses second fastest with no-
tably high variance, eventually matching the completion rate
of PARCEL in the 16-agent setting, but failing to do so
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Figure 5: Training progress of PARCEL and state-of-the-art
baselines with N = {16,64} agents over 20 runs. Shaded
areas show the 95% confidence interval.

in the 64-agent setting. CostTracer progresses third fastest,
performing slightly better in the 16-agent setting. PRIMAL
and SCRIMP perform worst, with PRIMAL making at least
some progress in the 16-agent setting.

Discussion The results demonstrate that PARCEL is
sample-efficient and also scales well w.r.t. the number of
agents [V and map size. Despite most algorithms having the
potential to learn spatial coordination, they are not sample-
efficient enough to scale to larger scenarios within 20,000
episodes (and without any expert data). SCRIMP struggles
with the quadratic scale in communication effort, despite far-
ing well in smaller tasks (Section 5.1). While training each
algorithm with more episodes could eventually lead to some
progress, the results highlight a severe limitation of most
prior work on RL-based MAPF, and thus the need for better
sample and compute efficiency to ensure sustainability.

5.3 Experiment — Generalization (Test)

Setting We now test the policies trained with N = 64 in
Section 5.2. We consider two maps from the MAPF bench-
mark set of (Stern et al. 2019) with their original sizes and
orientations, namely a Game map (Den520d) and a City
map (Paris_1_256), and use trimmed versions of the 25 ran-
dom instances for evaluation, where we run the LaCAM*
algorithm (Okumura 2023) to place the goals closer to the
start locations, such that they are reachable within the hori-
zon used in Section 5.2. We assess the completion rate and
average travel time for different numbers of agents, i.e.,
N > 64, where unsuccessful paths ¢; are considered via
sup (I(¢;)) = T. We also compare with the search-based
and non-learning MAPF solver LaCAM* (Okumura 2023).

Results The test results are shown in Fig. 6. In all settings,
PARCEL achieves a higher completion rate and lower av-
erage travel time than all other baselines except LaCAM*.
CACTUS is the second-best learning approach with notably
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higher variance, reflecting its training progress from Section
5.2. PRIMAL, SCRIMP, and CostTracer perform poorly in
the test maps, never achieving a completion rate over 50%
or an average travel time clearly below 200 time steps.

Discussion The results show that the PARCEL policies
are not only sample-efficient to train, but can also general-
ize better to maps with structures and sizes that are differ-
ent from the training maps, as well as different numbers of
agents, than the RL-based alternatives. This supports the ef-
fectiveness and generalizability of our partially independent
training approach, using spatial grouping and masked atten-
tion, over additional ad hoc mechanisms. Compared with
LaCAM*, PARCEL tends to make unnecessary detours due
to the probabilistic policies, as defined in Section 2.2.

5.4 Experiment — Ablations and Group Count

Setting Finally, we compare PARCEL with different abla-
tions by omitting the grouping mask M, replacing the atten-
tion mechanism with linear grouping, i.e., VAST (Phan et al.
2021), or entirely relying on independent PPO training with-

out additional ad hoc measures, unlike prior approaches. We
compare with the original formulation of VAST, which at-
tempts to learn subteams via a centralized meta-policy (Sec-
tion 3.1), as well as a VAST variant with spatial groups sim-
ilar to PARCEL. All variants use the CACTUS curriculum.
Experiments with REFIL (Igbal et al. 2021), i.e., using ran-
dom groups, led to similar results as just omitting M. Thus,
we only report the PARCEL ablation without the mask M.
To assess the evolution of the group count X over the
course of training, we trained PARCEL on each test map
separately and recorded X for all training episodes.

Results The results are shown in Fig. 7 (left). PARCEL
is the most sample-efficient variant as it progresses fastest.
Omitting the grouping mask M, the attention mechanism,
or replacing the attention mechanism with linear grouping,
i.e., VAST, results in less efficient and unstable learning.
Fig. 7 (right) shows the evolution of the group count
X over the course of training, which differs according to
the map structure. In Random and Game, PARCEL con-
verges to a single coordinated group after 10,000 episodes.
In City, PARCEL eventually forms one or two groups, and
in Warehouse, PARCEL eventually forms 3 or 4 groups.

Discussion The PARCEL ablation without the grouping
mask M highlights the importance of spatial grouping (Sec-
tion 4.1) in our attention-based critics. Both VAST variants
confirm the importance of self-attention (Section 4.2), as a
more expressive way of considering spatial groups. The re-
sults of independent PPO indicate that PARCEL effectively
empowers the decentralized policies (Section 4.3) with spa-
tial coordination capabilities that naive independent training
(without any ad hoc measures) lacks.

The evolution of X for different maps shows that PAR-
CEL can flexibly adapt to different map structures without
specific ad hoc measures. In the Warehouse map, PAR-
CEL still has to balance between group-wise separation
and joint training, as the reverse curriculum requires more
epochs to fully expand the bounding regions, i.e., G; — V.

6 Conclusion

In this paper, we presented PARCEL as a spatial grouping-
based alternative to common independent training ap-
proaches to MAPF. PARCEL considers bounding regions
for all agents and only trains them jointly via self-attention
if their regions overlap to avoid potential conflicts. By em-
ploying a reverse curriculum, such as CACTUS, where the
bounding regions grow as the policies improve, all agents
will eventually merge into a single coordinated group.

We evaluated PARCEL in various benchmark tasks and
demonstrated superior effectiveness and sample efficiency
to prior RL-based MAPF methods, which mostly rely on ad
hoc measures to cope with spatial coordination. PARCEL
demonstrated faster training progress as well as better scal-
ability and generalization to large and structured test maps
than the RL-based baselines, as well as its own ablations.

Future work includes investigating tighter bounding re-
gions, asymmetric grouping matrices modelling unilateral
agent dependencies, and the transfer to other NP-hard prob-
lems, such as TSP, MILP, or SAT, via reduction.
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