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ABSTRACT
Adversarial learning has been established as a successful paradigm
in reinforcement learning. We propose a hybrid adversarial learner
where a reinforcement learning agent tries to solve a problem while
an evolutionary algorithm tries to find problem instances that are
hard to solve for the current expertise of the agent, causing the intel-
ligent agent to co-evolve with a set of test instances or scenarios. We
apply this setup, called scenario co-evolution, to a simulated smart
factory problem that combines task scheduling with navigation of
a grid world. We show that the so trained agent outperforms con-
ventional reinforcement learning. We also show that the scenarios
evolved this way can provide useful test cases for the evaluation of
any (however trained) agent.
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1 INTRODUCTION
Reinforcement learning has been at the heart of most recent success
stories in artificial intelligence [3, 24, 31, 45]. Naturally, many exten-
sions of the basic concept have been proposed [23, 25, 28]. In this
paper, we take a look at adversarial learning: Instead of one single
agent, in adversarial learning, we train two agents with largely
opposing goals [39]. Thus, while one agent tries to maximize the
given reward function, the other agent is allowed to disturb the
environment to a certain extent and thus work against the plan
of the first agent. For instance, Pinto et al. [39] train an agent for
the purpose of walking the maximal distance without falling down,
given a virtual body set up in a particular way. At certain intervals
in between that training process, they train another agent that has
the goal to apply disturbances to the virtual environment (and in
extent to the body controlled by the first agent) in such a way as to
minimize the distance walked by the first agent. When set up right,
this increases the difficulty for the first agent (without making the
task impossible) but also the learning progress and eventually helps
in training a better agent. This example can be seen as the standard
instance of adversarial learning. Pinto et al. [39] have shown that an
agent trained in this way is not only able to walk longer distances
in the presence of disturbances (as they were present during its
training) but also is a better agent for walking even when there are
no disturbances at all. In a similar setting, Florensa et al. [16] have
shown that starting with simple challenges and then increasing the
difficulty can lead to better overall success during training.

A similar concept has been observed in biology and transferred
to evolutionary algorithms: The phenomenon of two evolutionary
processes influencing each other’s fitness evaluations is called co-
evolution. In biology, common observations include the flowers
of pollinating plants and the beaks and mandibles of birds and
insects that feed on their nectar. In this case, the involved species of
plant and bird both benefit from a common and matching solution.
However, there are also examples of competitive co-evolution: Prey
and predator constantly adapt to each other’s changes in away quite
similar to the scenario of the walking agents described above [37]:
While the prey tries to maximize its chance of getting away or
self-defend, the predator tries to impede that exact objective. When
set up right, competitive co-evolution results in an arms race where
both antagonistic populations try to outperform the other, possibly
resulting in rapid progress and increased genetic robustness [8].

This concept has been used in the most recently released work
of Wang et al. [50], who co-evolve a set of walking agents and a
set of challenging environments. For both, they use evolutionary
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strategies, which are related to some techniques of reinforcement
learning [54] but are now rather seen as a method of gradient-
based black-box optimization in contrast to classical reinforcement
learning [43, 53]. In their approach, called POET (which stands for
Paired Open-Ended Trailblazer), they pair up instances of agents
and environments to form single individuals in an overarching
evolutionary process. By contrast, we suggest (among other dif-
ferences, cf. Section 3) a simpler interaction model for agents and
environments and train a reinforcement learning agent using stan-
dard back-propagation. Still, we are able to produce similar results
for the discrete smart factory domain we introduce in this paper.

In all three examples introduced so far, the antagonistic agents
or species only interact via the mutually shared results of fitness
evaluations: A good result for one side is bad for the the other. (We
will formalize this setup in Section 4.) This allows us to combine
various techniques here, i.e., we propose to use a reinforcement
learning agent to train for certain behavior (that is well encoded
using neural networks) and an evolutionary algorithm to evolve
challenging environments to operate in (that are easily encoded us-
ing discrete vectors without an obvious gradient to them). Thus, we
can use adequate data structures on both sides of the co-evolution.
Motivated by the industry origin of the domain, we evaluate our
results not only against the fitness score, but also against a cri-
terium of solved/failed instances, showing greater robustness for
the co-evolutionary approach.

We consider this approach an instance of the general architec-
tural model we described in [22], hence we also call it scenario co-
evolution. There, the co-evolutionary principle is applied to software
engineering, where productive code and software tests co-evolve:
A test is good when it finds bad behavior in the productive code,
while productive code is good when no test finds bad behavior. As
suggested in both [50] and [22], we show in this paper that the
co-evolved environments (also called scenarios) can be used effi-
ciently for classical software testing, outperforming random testing
in their prowess to challenge an agent.

We now continue to formally introduce the basic concepts men-
tioned so far (cf. Section 2) and then give an overview of related
work (cf. Section 3). We formally describe our approach at scenario
co-evolution in Section 4 and provide an empirical evaluation in
Section 5. We conclude with Section 6.

2 BASICS
2.1 Markov Decision Processes
We base our problem formulation on the notion of a Markov de-
cision process (MDP) [41], which is given via the tuple: M =

⟨S,A,P,R⟩. S is a (finite) set of states; st ∈ S is the state of
the MDP at time step t . A is the (finite) set of actions; at ∈ A
is the action the MDP takes at time step t . P(st+1 |st ,at ) is the
transition probability function; a state transition occurs by exe-
cuting an action at in a state st . The resulting next state st+1 is
then determined according to P. Note that in this paper we focus
on a deterministic domain represented by a deterministic MDP,
so P(st+1 |st ,at ) ∈ {0, 1}. Finally, R(st ,at ) is the reward awarded
when the MDP takes action at when in state st ; for this paper we
assume that R(st ,at ) ∈ R.

The goal is to find a policy π : S → A in the space of all possible
policies Π, which maximizes the (discounted) returnGt at state st
over a potentially infinite horizon, given via

Gt =

∞∑
k=0

γk · R(st+k ,at+k ) (1)

where γ ∈ [0, 1] is the discount factor.

2.2 Reinforcement Learning
In order to search the policy space Π, we consider model-free re-
inforcement learning (RL), in which an agent interacts with an
environment given as an MDP M by executing a sequence of
actions at ∈ A, t = 0, 1, ... [48]. In the fully observable case of
reinforcement learning, the agent knows its current state st and
the action space A, but not the effect of executing at in st , i.e.,
P(st+1 |st ,at ) and R(st ,at ). In order to find the optimal policy π∗
a commonly used value-based approach is Q-Learning [51], named
for the action-value function Qπ : S × A → R,π ∈ Π, which
describes the expected accumulated rewardQπ (st ,at )when taking
action at when in state st and then following the policy π for all
states st+1, st+2, ... afterwards.

The optimal action-value function Q∗ is any action-value func-
tion that yields higher accumulated rewards than all other action-
value functions, i.e., Q∗(st ,at ) ≥ Qπ (st ,at ) ∀π ∈ Π. Q-Learning
aims to approximate Q∗ by starting from an initial guess for Q ,
which is then updated via

Q(st ,at ) ← Q(st ,at ) + α[rt + γ max
a

Q(st+1,a) −Q(st ,at )] (2)

by making use of experience samples et = (st ,at , st+1, rt ), where
rt is the reward earned at time step t , i.e., by executing action at
when in state st . The learning rate α is a usually setup-specific
parameter.

The learned action-value function Q converges to the optimal
action-value function Q∗, which then implies an optimal policy
π∗(st ) = argmaxa Q(st ,a).

It is common to use a parameterized function approximator
(like a neural network), to approximate the action-value function:
Q(st ,at ;θ ) ≈ Q∗(st ,at ) with θ specifying the weights of the neural
network. When a deep neural network is used as the function
approximator, this approach is called deep reinforcement learning.
Mnih et al. [31] showed that combining this approach with deep
convolutional networks allows for successful learning from high-
dimensional input features like raw image data.

2.3 Evolutionary Algorithms
For this paper, we assume an evolutionary process (EP) to be defined
as follows: Given a fitness function f : X → R for an arbitrary
set X called the search space, we want to find an individual x ∈ X
with the best fitness, i.e., f (x) ≤ f (x ′) ∀x ′ ∈ X. Note that for
consistency with the later application, we assume that the best
fitness has the lowest values, i.e., that we try to minimize the fitness
values. Usually, the search space X is too large or too complicated
to guarantee that we can find the exact best individual(s) using
standard computing models (and physically realistic time). Thus,
we take discrete subsets of the search space X via sampling and
iteratively improve their fitness. An evolutionary process E over
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д generations, д ∈ N, is defined as E = ⟨X,o, f , (Xi )i<д⟩. X is the
search space. o : P(X) → P(X) is the evolutionary step function so
thatXi+1 = o(Xi ) ∀i ≥ 0. As defined above, f : X → R is the fitness
function. (Xi )i<д is a series of populations so that Xi ⊆ X ∀i .

For this work, we use the following evolutionary operators:
• The recombination operator rec : X × X → X generates a
new individual from two given individuals.
• The mutation operator mut : X → X alters a given individ-
ual slightly to return a new one.
• The migration operator mig : X, also called hyper-mutation,
generates a random individual mig() ∈ X.
• The selection operator sel : P(X) × N → P(X) returns a
new population X ′ = sel(X ,n) given a population X ⊆ X,
so that |X ′ | ≤ n.

The operators rec,mut,mig can be applied to a population X
by choosing individuals from X to fill their parameters (if any)
according to some selection scheme σ and adding their return to
the population. For example, we allow to write mutσ (X ) = X ∪
{mut(σ (X ))}.

For any evolutionary process E = ⟨X,o, f , (Xi )i<д⟩ and selec-
tion schemes σ1,σ2,σ3 we assume that

Xi+1 = o(Xi ) = sel(migσ3 (mutσ2 (recσ1 (Xi ))), |Xi |). (3)

Roughly, we assume that an evolutionary process fulfills its
purpose if the best fitness of the population tends to better over
time, i.e., minx ∈Xi f (x) ≥ minx ∈Xi+k f (x) for sufficiently large k .

3 RELATEDWORK
3.1 Adversarial Learning
Adversarial Learning is a powerful paradigm towards robust rein-
forcement learning and has been widely used to train agents on
zero-sum games and continuous tasks [3, 5, 39, 44–46, 49].

Self-play reinforcement learning is a popular way to train agents
on complex zero-sum games like checkers, backgammon, or Go by
training a single agent on data generated by playing games against
itself [3, 39, 44–46, 49]. Since the agent always plays against itself,
the opponent always has an adequate difficulty level for the agent
to improve steadily. This can lead to complex behavioral strategies
emerging from simple game rules. Self-play reinforcement learning
can be regarded as the most simple way of adversarial learning,
where only the self-playing agent adapts, while the environment
remains static.

As mentioned in Section 1, agents can also be trained on single-
agent problems by evolving the environment adversarially like
via adding noise, disturbances, or extra forces to ensure robust
behavior [39]. The adversarial environment itself can be modeled
by a reinforcement learning agent, which tries to minimize the
outcome of the actual agent to be trained. This model results in a
zero-sum game between the original agent and the environment
itself [39]. Another way is to provide adversarial input samples
to fool the reinforcement learning agent into making suboptimal
decisions [38].

Beyond pure reinforcement learning, co-evolution has also been
used in many systems based on neuro-evolution, i.e., finding the
right weights for neural networks using some kind of evolution-
ary process [32, 36]. Paired Open-Ended Trailblazer (POET) uses

a regularized variant of co-evolution, which maintains a pool of
environment-agent pairs, where only environments having an ad-
equate difficulty level for the current agent pool are kept in the
population [50]. The agents are trained with evolutionary strate-
gies [43] (allowing for a distribution of computational effort across
multiple machines) and attempted to be transferred from one envi-
ronment to another to escape local optima.

3.2 Test Evolution
The environments generated by an approach like POET (described
above) can also function as basis for software testing, as we argue
in this paper. However, the generation of test cases for software
products has been a widely-researched topic on its own [2, 15].
While classical approaches incorporate and often combine domain
knowledge and random sampling [10, 34], search-based software
testing aims a stochastic process towards more difficult test cases
specifically [7, 30]. Many of those approaches, most prominently
EvoSuite [17–19], also employ evolutionary algorithms to search
through the space of possible test cases [12, 29, 42, 52].

In contrast to most state-of-the-art approaches, we consider as
a system-under-test not a classical, fixed piece of software but a
self-adaptive, learning system. Since these can change their own
behavior over time, they require a dynamic testing method as well
and are considered very hard to control for classical methods of
software testing [6, 11, 13]. Especially reinforcement learning poses
several challenges as the learning progress is usually hard to keep
track off and the resulting behavior is hidden behind intransparent
policy encodings like neural networks [1]. While techniques like
adversarial learning usually use neural networks on both sides, we
argue that a collection of test cases as can be derived from the pop-
ulation of scenarios is more transparent to human inspection than
the test encodings generated by previous approaches. This argu-
ment has already beenmade for the process of software engineering
as whole but not verified at a component level [22, 26].

Aside from generating software tests in a narrow sense, co-
evolution has also played a role in augmenting evolutionary search
towards more robust or more diverse results [4, 40]. It should be
noted that while the field of cooperative co-evolution (c.f. [33] for
a mathematical model and taxonomy) has interesting applications,
especially to learning agents [55], we focus entirely on a case of
competitive co-evolution.

4 APPROACH
We propose to combine an agent using reinforcement learning
with an evolutionary process evolving hard test cases. Assume
we have a family of MDPsMx = (S,A,Px ,Rx ) for an arbitrary
parameter x ∈ X, with X being an arbitrary parameter space to
the MDP. A specific setting for x is also called a scenario. We limit
the difference between two differently parametrized MDPs to the
transition probability function and the reward function with the
state and action space remaining constant. Note that changing the
transition probability function may render some areas of the state
space unreachable.

Typically, when we want our agent to perform well against any
instance of the familyMx , we need to provide it with experience
samples et = (st ,at , st+1, rt ) that were generated for all (or as many
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as possible) different scenarios x ∈ X. Note that the setting of x
directly affects the values of st+1 via Px and rt via Rx . Usually,
some effect of a specific setting of x may also be visible in st and
thus exposed to the agent. This is the case for the smart factory
domain we introduce later.

The acknowledgement of certain non-user-controllable parame-
ters within the environment is crucial to realistic applications. In
most cases we have but a rough model of how the environment
may behave but no way to pinpoint the specifics unless we try out
all possibilities. So the agent needs to be trained against all of them,
ideally. Of course, for sufficiently large or complex X this becomes
infeasible. A standard approach is to take random samples from
X instead. This causes the agent to specialize on the average sce-
nario x ∈ X after a while of training, which may be a good choice
per se. However, in most real-world scenarios, good average case
performance is largely outweighed by bad worst case performance,
i.e., a navigation software that (even rarely) provokes incidents is
bad for the job, even if on average it finds the way quicker than its
competition.

So instead of taking random samples from the scenario space X,
we may want to focus on the hard settings for x , i.e., those values
x for which the agent’s performance deteriorates. In order to do
so, we have to find the respective values for x first, though. We
propose to do so using an evolutionary algorithm (as described in
Section 2.3) that optimizes for hard settings for x . This evolutionary
algorithm constructs an evolutionary process with search space X
(rendering our variable naming scheme consistent). The resulting
population after a few generations of optimizing for hard x is then
used to generate experience samples for the reinforcement learning
agent. The best reinforcement learning agent so far is in turn used
to evaluate the hardness of the settings for x for the next few
generations of evolution.

Figure 1 shows a schematic representation of the combined pro-
cess called scenario co-evolution (SCoE): The interaction points be-
tween the evolutionary process and the reinforcement learning
agent are:
• The experience samples necessary to train the agent are
drawn using settings for x ∈ X that are included in the
current population X of the evolutionary process. When all
x ∈ X have been used, the evolutionary process evolves
further for a few generations.
• The fitness f (x) assigned to each x ∈ X is computed using
the accumulated reward of running the current agent policy
π on the MDPMx , i.e.,

f (x) =
h∑
t=0
Rx (st ,π (st )) (4)

where h is the end of the current episode, i.e., Px (s |sh ,a) =
0 ∀s ∈ S,a ∈ A. Note that we defined the reinforcement
learning agent to maximize its reward while the evolutionary
process tries to minimize the fitness.

These interactions suffice to give rise to competitive co-evolution
between a supposedly robust agent and a set of hard scenarios.
However, our evaluation shows that the so-trained reinforcement
learning agent not only performs better in the hard scenarios it
was trained for, but also in randomly selected average scenarios.

We call this the “exam effect”: When we confront the agent with
hard scenarios (and it can solve those), we can also assume it can
solve easy scenarios. Thus, there is no additional use to confront
it with easy scenarios during training. Effectively, this is why we
can talk about “easy” and “hard” scenarios in the first place: The
agent does not simply specialize on a specific subset of scenarios
and gets worse on other scenarios in return, but it gets better in all
scenarios by training on some scenarios we thus call “hard”. This
implies a hierarchy or order among scenarios. The scenarios that
can be learned alongside training on hard scenarios can then be
called “easy”.

5 EVALUATION
5.1 Smart Factory Domain
For the evaluation of our approach, we implemented a smart fac-
tory domain, in which a number of items have to be processed
at workstations of different types, while avoiding collisions with
dynamically placed obstacles. Thus, the main focus of the task lies
in navigation through the smart factory. However, at certain times
the agent also needs to decide which workstation to visit next.

The environment is implemented as a discrete grid of size 7×8 as
can be seen in Figure 2. Five workstations of three different types are
placed at fixed positions. Five items are placed at these workstations
that need to be processed at various other workstations according
to an item-specific, fixed sequence of length 1 – 3. While the agent
always starts each episode at the fixed position (1, 1), 4 obstacles
are placed at varying positions on the grid. The positions of these
obstacles are the only free variables in the environment and are
either determined randomly, or according to the SCoE method’s
evolution, i.e., the SCoE approach optimizes for the most impeding
position of obstacles to the agent, X ⊂ ({0, ..., 6} × {0, ..., 7})4.
However, note that we check for unsolvable instances (when a
single workstation is completely blocked, e.g.) and exclude these
from both random sampling and evolution.

For the purpose of passing the factory state as an input to the
reinforcement learning agent (and in extent its neural network), the
factory state is encoded as a stack of 7×8 feature planes, where each
plane represents the spatial positions of workstations or the agent
w.r.t. to some attribute. See Figure 3 for an informal description of
these feature planes.

At each timestep t , the agent can execute a single action at from
the action space A: move north, south, west, east, pick-up, place.
Valid movements, i.e., movements onto free grid fields cause a re-
ward of −1, while collisions with the grid boundary or an obstacle
keep the agent’s position unchanged and are punished with a re-
ward of −100. A valid pick-up action can only be executed if the
agent is not already carrying an item and is standing on a field
adjacent to a workstation where an item is available. If the agent
is carrying an item, it can execute a valid place action if it is posi-
tioned on a field adjacent to a workstation with a type matching
the item’s next step in the processing sequence. A place action at
any other state is considered invalid. The current implementation
contains no stochasticity, i.e., the state transitions and rewards are
deterministic. A valid pick-up or place action is rewarded with 100,
while the reward of an invalid one is −50. An episode is completed
if all items were processed correctly.
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Figure 1: Schematic representation of a SCoE process. A population of test scenarios is first generated at random and then
improved via evolution. Between evolutions, the test scenario population is fully utilized as training data for the reinforcement
learning agent, which causes the agent to improve in parallel to the test scenario population.

Figure 2: Visualization of the smart factory domain. A mo-
bile robot can travel north, east, south and west on the grid.
It needs to visit workstations in order to retrieve items and
then needs to visit other workstations in order to process
these items. Attempting to walk out of the grid, into a work-
station or into an obstacle is penalized. Obstacle positions
vary according to the setting of the scenario x .

5.2 Setup
A neural network is used as the function approximator for Q∗; it is
composed of 3 convolutional layers with 64 neurons each, a kernel
size of 3 and a stride length of 1, followed by a dense layer with
128 neurons and a dense output layer with 6 neurons, matching the
size of the action space A. All neurons use ReLU nonlinearity [35]
as the activation function, while Adam [27] is used to minimize
the mean squared error loss. In order to discover new actions to

take, the agent uses ϵ-greedy exploration, starting with ϵ = 1 and
exponentially decaying to ϵ = 0.1 after 40000 actions. We use the
learning rate α = 0.01 and the discount factor γ = 0.95.

Scenarios encode the position of the 4 obstacles in the domain,
so X = ({0, ..., 6} × {0, ..., 7})4 \ Y where Y are unsolvable
or non-sensical setups (placing obstacles directly on workstations,
encapsulating workstations or the agent and so on). While the state-
of-the-art agent (called “random” in the plots) selects its scenarios
to use for training episodes using random sampling, the SCoE agent
draws them from an evolutionary process with population size 500.
As SCoE uses all individuals for training exactly once, the evolution
has to be continued every 500 episodes. When evolution resumes,
it runs for another 500 generations. The SCoE evolutionary process
simply selects the best 500 individuals from parents and children
combined as survivors and uses tournaments of size 250 for parent
selection. Parents are recombined via uniform crossover on a per-
obstacle basis. Amigration (i.e., hyper-mutation) rate of 3% balances
that strong convergence. Mutation rate is 1% for amutation operator
that moves a single obstacle by one grid cell (if possible).

5.3 Training
In order to compare the overall performance of the state-of-the-art
“random” agent and a SCoE-trained agent, we first need to define
a fair evaluation function. The scores/fitnesses (see Equation 4)
returned during training cannot be compared directly, since SCoE
trains against deliberately harder scenarios and is thus expected
to return lower scores. So instead, we defined a test set of 1000
randomly generated scenarios that (most probably) neither agent
got to see during training. We evaluate the agents’ scores on these
scenarios and plot the results for a direct comparison.

Figure 4 shows the direct comparison based on the number of
episodes the respective agents where trained on. Note for this plot
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Plane Feature Description
1 Agent position The agent’s position on the grid
2 Obstacle positions The positions of the obstacles on the grid
3 Workstation positions The positions of the workstations on the grid
4 Items for pick-up The amount of items that can be picked up at the respective positions
5 Item place positions If the agent carries an item, the positions where this item can be placed at

Figure 3: Description of all feature planes contained in the state input st for Qθ .

Figure 4: Scores achieved by SCoE and standard “random”
reinforcement learning during training over 10000 episodes.
Scores are averages of running the current agent against 1000
randomly generated test scenarios.

Figure 5: Scores achieved by a SCoE and standard “random”
reinforcement learning during training for ≈ 50000 seconds
of runtime. Scores are averages of running the current agent
against 1000 randomly generated test scenarios. The plot
shows single runs with an added trend line. Over the same
amount of training time, SCoE generally achieves slighty
higher average scores.

Figure 6: Percentage of successfully solved test scenarios by
SCoE and standard “random” reinforcement learning. The
values are calculated from a randomly generated set of 1000
scenarios.

we took a snapshot of the agent every 250 episodes, resulting in
the horizontal resolution of the plot. While we can see clearly that
SCoE outperforms the “random” agent even on randomly gener-
ated scenarios, it does have a bit of an unfair advantage: Sampling
scenarios randomly obviously takes less computational effort than
running several hundred generations of evolution to get the hardest
scenarios.

For this reason, we plotted the same data according to runtime
in Figure 5 as measured in physical seconds running on a standard
computer. The trend line still shows a net benefit of using SCoEwith
respect to the time-quality trade-off. This means that implementing
SCoE and running the elaborate evolutionary process in contrast
to just using random sampling for training scenarios actually pays
off in performance.

5.4 Test
As stated in the introduction, improving scores is of course a nice
benefit, but especially in real-world applications we are often more
interested in the agent avoiding complete failures rather than get-
ting the last bits of performance in already good scenarios. The
smart factory domain was constructed in such a way that it has a
clear overall goal: A sequence of actions is successful iff in the end
all items have been fully processed, i.e., have been transported to
all the workstations they needed to visit.
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Figure 7: Test success achieved by SCoE for various popula-
tion sizes. Note that population size equals the batch size for
the reinforcement learning agent.

Figure 6 shows the percentage of successful tests among (again)
1000 randomly generated scenarios. These results first verify our
choice of a score/fitness function as it apparently aids in learning
successful behavior. Note that while reinforcement learning would
allow us to simply award the agent a score of +1 or −1 at the
end of each episode, depending on whether we consider it to be
solved successfully or not, this makes for a very hard reinforcement
learning problem. The discipline of constructing a score/fitness
function so that it helps to optimize for a different overall objective
but still is easy to learn is often known as reward engineering and
beyond the scope of this work [14].

On this setup, we also performed an evaluation of the evolu-
tionary parameters population size and generation size, i.e., the
amount of generations evolved each time the evolutionary process
of SCoE is resumed. Figure 7 shows the test success achieved for
various population sizes. While very small population sizes result in
considerably lower performance, the difference diminishes beyond
100 and even sizes much higher than 500 do not seem to provide
substantial benefit.

A similar picture can be seen in Figure 8 for the evaluation of
generation sizes. Note that smaller generation sizes, i.e., less gener-
ations of evolution happening between reinforcement learning, not
only hinder the optimization for hard scenarios, leading to results
quite comparable to the non-SCoE approach in Figure 6 for genera-
tions sizes of 5 and 10. Also, they cause the population of scenarios
to not change very much during evolution, which means that the
reinforcement learning agent continues to train on very similar
episodes most of the time, wasting training resources. Again, it
is interesting to note that even relatively small generation sizes
(like 25 or 50) already result in an advantage over the state-of-art
“random” approach (again cf. Figure 6).

Figure 8: Test success achieved by SCoE for various gener-
ation sizes, i.e., the amount of generations computed each
time scenarios are evolved.

Figure 9: Histogram of scores of a standard “random” re-
inforcement learning agent on 100 scenarios generated via
SCoE compared to 100 scenarios generated at random.

Lastly, wewant to verify our claim that the SCoE approach results
not only in a better-trained agent but also returns test scenarios
that can be used for the testing of any agents, i.e., scenarios that are
hard not only for the agent they were evolved against but for agents
solving the same domain in general. To this end, we took a set of the
100 hardest scenarios that came out of a SCoE-based training run
actually as a by-product and evaluated a state-of-the-art “random”
agent’s performance on these scenarios. Figure 9 shows the results
compared to the results of 100 scenarios generated randomly. As
we can see in the histogram, the “random” reinforcement learning
agent has a hard time solving the SCoE-generated scenarios, re-
sulting in comparatively many (and radically bad) negative scores.
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Note that none of the runs yielding negative scores can be consid-
ered successful w.r.t. to the above definition. This shows that the
SCoE-generated scenarios are indeed more challenging in general
and not overly specialized on the shortcomings of the single agent
they were evolved against.

6 CONCLUSION
We augmented reinforcement learning by adding a process of sce-
nario co-evolution (SCoE), a technique that uses evolution to gen-
erate hard training scenarios for the reinforcement learning agent
instead of using random sampling as it is common practice. While
it has been known that biased sampling may aid reinforcement
learning and competitive co-evolution for evolutionary processes
has been well-known and studied, the specific combination of rein-
forcement learning with a genetic algorithmwith the exact opposite
objective function is novel to the authors’ knowledge. We found
that SCoE not only aids in finding better solutions (i.e., policies)
but also aids in finding better solutions per runtime, thus bringing
a general benefit for our application. Furthermore, we tested how
our approach performs not only measured against the objective
function given to it but also against the intended goal of the sys-
tem designer before translation into an easily learnable objective
function. SCoE showed superior performance in both regards.

Finally, we tested the expressiveness of the test scenarios gen-
erated as a by-product when applying the SCoE approach. We
showed that the scenarios generated during a SCoE-based training
of a reinforcement learning agent are not necessarily specialized
on that same agent but are much harder than random scenarios
for an independently trained agent as well, thus suggesting that
SCoE’s scenarios can afterwards be used for software testing on
the domain in general.

For the evaluation of our approach we introduced and imple-
mented a small grid world domain inspired by the vision of the
smart factory. We focused on a single domain as our goal was to
show all intricacies and the variety of parameters that need to be
minded on the reinforcement learning and the evolutionary algo-
rithm side of the applications. Interestingly, the approach as well as
the results can be compared to the also very recent findings of [50]
for a co-evolutionary setting without common back-propagation-
based reinforcement learning. Naturally, we recognize that the
approach calls for a much broader evaluation on a variety of do-
mains. However, the generality of the concepts involved, i.e., both
reinforcement learning and evolutionary algorithms being known
for their broad applicability (at least each on their own), leads us to
suspect similar results can be achieved for other domains.

We would like to point out the following limitations of our cur-
rent implementation of the SCoE approach and suggest them to be
tackled in future work:

• Domain variety: As discussed, transferability of the results
needs to be shown. While most intuitive domains lend them-
selves to parametrized versions (having free parameters for
SCoE to optimize), it is still unclear how multiple sources
of free parameters should be handled. For example, if our
smart factory domain not only had obstacles but also faulty
items, should these be optimized by separate evolutionary

processes or should we build a single process for a more
complex, combined search space?
• Stochasticity: We only showed results for a deterministic
domain. While the framework easily allows for stochasticity
and preliminary experiments have suggested to us that the
approach is robust w.r.t. to domains with non-deterministic
transition probability functions, we still require a thorough
evaluation if and how SCoE needs to adapted to stochastic
domains (which are the common case in real-world applica-
tions). The known robustness of evolutionary processes to
random effects may be exploitable for SCoE [9].
• Efficiency: At present, the SCoE approach uses independent
evaluations when computing the score for training in rein-
forcement learning and when computing the fitness func-
tions for the individual scenarios. We showed that (at least
when scenario evaluations are not all too expensive) SCoE
still manages to slightly outperform standard reinforcement
learning regarding runtime. However, we suspect that the
evaluations could be shared to some extent, further improv-
ing the performance of SCoE.
• Diversity: Usually, within a parametrized domain there exist
several different archetypes of hard scenarios. Even for our
relatively simple smart factory domain with obstacles, we
could place obstacles to block off the agent, to block off a
workstation or in the middle of an area where most pathways
cross. It may be beneficial for the evolution to represent this
diversity within each single population as well. Diversity in
evolutionary algorithms has been shown to be beneficial in
principle for many different domains [20, 47]. The presence
of a dynamic fitness function may suggest that SCoE already
favors diversity to some extent [21]. However, the exact
impact diversity has and could have on the SCoE results still
needs to be understood more explicitly.

Of course, this selection of open questions and problems is far
from complete.We also suggest that further connections to software
engineering processes and software test design as sketched in [22,
50] could be made, for example.

Our results show that the hybridization of different search meth-
ods and the deliberate construction of co-evolutionary systems can
be a promising endeavor. While these complex, intertwined systems
seem hard to control at first, we suggest that approaches like SCoE,
bringing part of the control (i.e., testing) into the system, can actu-
ally aid the transparency and manageability of traditionally “black
box” methods (like reinforcement learning). Eventually, one may
hope for a better theoretic and practical understanding of complex
systems in the future.
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